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ABSTRACT

In this note we give a necessary and sufficient condition for the
Gateaux differentiability of the probability of misclassification as a function
of a feature selection matrix B, assuming a maximum likelihood classifier
and normally distributed populations., It is also shown that if the probability

of error has a loecal minimum at B then it is differentiable at B.
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On Differentiating the Probability of Error in

the Multipopulation Feature Selection Problem, IT,

1. Introduction.
Let Tys woes Mo be populations in R" with a priori probabilities

Ogy «res o and multivariate normal conditional density functions,

1
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P, (o) = expl- 3G,) B G

i=1, ..., m. If B 1is a kXn matrix of rank k then the transformed

conditional densities are, for ¥y ¢ Rk,

1
|BZ B
1

298 = 73
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Let g(B) denote the probability of misclassifying an observation

x € R using the Bayes optimal classifier: classify x in ms if

oy Pi(Ex, B) 2 a Pj(Bx, B) for each j =1, ..., m. Then g(B) =1 - h(B),

]

where

h(BR) = ‘[' max a.Pi(y,B)dy.
l<i<m *
R



is the probability of correct classification.

If the transformed probability of error is to be used as a feature
selection criterion we require a method for obtaining a kxn matrix B0
of rank‘ k which minimizes g(B). If B0 minimizes g(B) then the

Gateaux differential, [2,p.178],

(B +sC) - g(B)

]

8g (B:C) = lim
s7D

vanishes for all kxn matrices C for which it exists. If &g(B :C)

0
exists for all kXxn matrices C, then g 15 sald to be Gateaux differentiable
at Bo' Thus it is desireable to have necessary and sufficient conditions for

Gateaux differentiability of g as well as a formula for &g(B:C).

2., Main Results.

For a given kxn matrix B partition the set '{uiPi(x)}?_l into disjoint

sets

Sy = lapP (s PG, e, 0, Fin, ()

S_ = {arlPrl(x), arzPrz(x), vee, G

(x)}
r
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where the Sq are defined by

P .(y,B) = a P .{y,B) 1 <1i,j<n
Og3Pqs B = %qifqi

L
aquqj(y,B) ? dRiPRi(y,B) q #
For £ =1, ..., r let

k 21.
Ry = {y eRr lallPﬁl(y,B) > o P (VB k # 2}

The Ry are disjoint open sets which cover Rk except for a set M of

measure Zzero.
For a given kxn matrix € write Pij(y,s) for Pij(y,B+sC) and h(s)

for h{(B+sC). That is, h(s) = ka $a; %5 Pij(y,s)dy.
»

Theorem 1: h is Gateaux differentiable at B if and only if for each £

T T
-4 = = . s
such that Rﬂ. Q, uﬂl ‘JR' and ZR.B = ER«}B for each i,j = H,Q,.

Proof: By repeating some of the members of the Sq's if necessary, we can

assume n; = n, = 4. =n_ = no. Thus

h(s) = \jﬁ max max uijPij(Y;S)dY
k

l<jsn  1sisr

max fJ (Y,S)dY’
ISano

Rk



where £, (y,s) = max o., P.,(y,s)
] l<icy 0

The fj(y,s) have the properties:

D £6,0 = £,G,00 = ... = £0 (5,0)
(4}
and

a
2) —gé-(y,O) is defined for all y ¢ M, 5 =1, ... n. By an argument in

[3], it can be shown that for sufficiently small |s|, the difference quotients

fj(y,S) - fj (y,0)

=]

are bounded by an integrable function B(y) for y ¢ M. Hence, for s>0,

h(s) - h{o) _ j‘ é[max £,(y,8) = max £ (y,0))dy

S K j=n j<n

o] o]

%— max {f,(y,s) - f (y,0) ]dy

Rk J<n0
: £.({y,8) - £,(y,0)
= \S‘ max J 2 dy
j<n s
RE ©
af,
N (y,O)dY
> J .Eix 3s
Rk J=nr,
as s * +. On the other hand, for s < 0,
. £,(y,s) - f.(y,0)
h(s) = ho) =‘S min — 1 dy
kj

__l
min (y,o)dy.



as s + 0-. Thus the Gateaux differential h'(0) exists if and only if

af af ,
‘max §§J{y,o) = min ggl{y,o) a.e.
JSno JSnO

That is, 1if and only if

o (y,0) = 3;;-(7,0) a.e.

for all 1i,j = n. For v ¢ Rz it is readily verified that

Bfi aPEi
ETRA I Yar re DR

Hence, h'(0) exists if and only if

ani P
%1 3s 20

for 1i,j = no, almost all y e R, & = I, ..., r.

It is shown in [1], that

BPlj

T T,.-1

T. T,~1
[cugj + CEEjB (BZEjB ) (y-BuRj)]

—tr[CZEjBT(BZRjBT)_l]}.



_ ~ T _ T _
Since Bulj = Buﬂi’ Bzng BZRiB , aﬁj Qg s

aP
24 ) _ T T, -1
aﬂj . (y,0) WEiPRi(Y,O){(Y Bmgi) (BERiB )

T T,-1
[Cﬂﬁj + CZRjB (BZQiB ) (Y - BURi)]

T T.-1
- tr[CXEjB (BZ,,B7) 1.

If RQ z @, then Rg has positive measure. Thus it is easily seen

that if R, # §,

aP i 3P2i
Oth—-g-s—(y,o) = uﬂj—g—é—(y,o) a.e, in RQ,

T

. . B _ T .
if and only if Cugj = Cuﬂi’ CZQjB = CZ, B for all i, j £ n . Thus

i = o

is Gateaux différentiable at B if and only if uﬁi = “g . ZQiB = 1. .B

J
Ef:i,j < no’ kfﬁ such that R2 # @. This concludes the proof.

It is clear that if h is Gateaux differentiable at B, then

r
Sh(B:C) = 1§1“11 S‘ﬁPil(y,B:C)dy

R,
i



Thus the Gateaux differential of the probability of error is

T
Sg(B:C) = “iglail lrﬁPil(y,B:C)dy.
i

Theorem 2: If h has a local maximum at B, then h is Gateaux differentia-

ble at B.

Proof: It is evident from the proof of Theorem 1 that for any kxn matrix

C,
lim sup h(B+sC) — h(B) _ 1im h(B+SC)S— h(B)
570 ® s+0+
af,
= J max '_a'l'(y , o) dy
k j<n s
R o
and
1im inf h(B+SC)S‘ h(B) _ 4o h(B+sC)S- h(B)
S+O 50—
of,
= J‘ min T‘l(y 50) dy.
kj5n0 5
R
If h has a maximum at B, then since lim h(B+sCZ - h(B) exists,
g+

> h(B+sC) ~ h(B) _ ;. h(B+sC) - h(B)

lim su 11
s s

530 57>0-

h(B+sC) ~ h(B)
]

= lim inf
50




Thus h is Gateaux differentiable at B. Q.E.D.

3. Concluding Remarks.

The meaning of the necessary and sufficient condition for differentiability
of g(B) becomes a little more obvious when it is applied to the two population
problem. Let ﬂl and Wz be normally distributed populations in R® with class

statistics o Hys Zl and 0o Moo 22, respectively.

1’

Case 1: o. # az. Then g(B) is differentiable for all B.

1

Casg 2: o, = Oys Hy # Ho- Then g is differentiable at B if and only

1
, T T
if Bpl z sz or BZIB 2 BEZB .

Case 3: al = az, ul = Hy» El - ZZ is invertible., Then g is differentia-

ble at B if and only if BI,B' # BI,B .
Case &4: Oy = az, ul = Yy» Zl - 22 is not invertible. Then g is
differentiable at B if and only if BI B' # BLB' or I8 = 5,8,

As a special case of Case 4, we have the degenerate case in which the
class statistics for T and m, are the same. Then g is diffcrentiable for
all B and has derivative 0. Finally, we remark that it is mistakenly asserted
in [3] that the condition aiPi(y,B) F3 uij(y,B) is necessary as well as

sufficient for differentiability of g(B). As the analysis above shows, this

is not even true in the two population probelm.



REFERENCES

L.F. Guseman, Jr. and H.F. Walker, On Minimizing the Probability of Mis-
classification for Linear Feature Selection, JSC Internal Technical Note.
JS5C-08412, August, 1973.

David G. Luenberger, Optimization by Vector Space Methods, John Wiley
and Sons, Inc. New York, 1969,

B. C. Peters, Jr., On Differentiating the Probability of.Error in the
Multipopulation Feature Selection Problem, Report_ﬁ3Q*_NAS—9—12777,

University of Houston, Department of Mathematics, February, 1974.



